
RESEARCH POSTER PRESENTATION DESIGN © 2019

www.PosterPresentations.com

Open-ended text generation tasks, such as dialogue generation and story 
completion, require models to generate a coherent continuation given limited 
preceding context. The open-ended nature of these tasks brings new challenges to 
the neural auto-regressive text generators nowadays. Despite these neural models are 
good at producing human-like text, it is difficult for them to arrange causalities and 
relations between given facts and possible ensuing events.

To bridge this gap, we propose a novel two-stage method which explicitly arranges 
the ensuing events in open-ended text generation. Our approach can be understood 
as a specially-trained coarse-to-fine algorithm, where an event transition planner 
provides a ``coarse'' plot skeleton and a text generator in the second stage refines the 
skeleton. 
• Specifically, in stage one, an event transition planner (EP) outlines a transition 

path of events starting from the ones extracted from the input context. 
• In stage two, this path is used to ensure a relevant and sound continuation from an 

event-path-aware text generator (PG).

Background and Motivation

Our Method

Experiments

RQ1: How to develop a better event transition planner?

Conclusion

● We design a coarse-to-fine framework:
§ a special-trained event transition planner to explicitly arrange the 

ensuing events; 
§ an event-path-aware text generator to exploit the event 

transition guidance for language generation. 
● We investigate two open-ended text generation tasks, i.e., story completion and 

dialogue generation. 
● Explicit arrangement of event transition path facilitates models to generate more 

coherent and diverse text in open-ended scenery.
● Our method could be extended to any other language models and open-ended 

generation tasks. 
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Event Transition Planner
The planer should produce high-quality and diverse paths that can generalize well to 
the unseen events at test time. For this challenge, we fine-tune a GPT-2 [1] on a large
amount of event paths extracted from commonsense graphs ATOMIC [2], as well as 
from the training set of the specific task, aiming to extrapolate to event sequences 
that never appeared in these sources with the help of general knowledge stored
in the large pre-trained model.

1. We prefix-tune[3] a GPT-2 on a large amount of event paths extracted from 
commonsense graphs ATOMIC [𝑧 of Planner].
2. Then we prefix-tune on training set of the specific task  [𝑧’ of Planner].

Event-path-aware Text Generator
The auto-regressive text generator need to work effectively under the supervision of 
the even transition path. We thus design an event query layer to absorb information 
from the planned paths and use the query layer to guide the text generation process.

1. Another GPT-2 is fine-tuned on specific downstream dataset. [Transformer 
parameters of Generator]
2. Work effectively under the supervision of the even transition path. [Event query 
layer of Generator]
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RQ2: Whether the integration of event transition paths enhances the open-ended 
text generation?

RQ3: How do the event transition paths benefit text generation?


