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Background and Motivation

Open-ended text generation tasks, such as dialogue generation and story
completion, require models to generate a coherent continuation given limited

preceding context. The open-ended nature of these tasks brings new challenges to Tasks Methods BELU-1  BLEU-2  BLEU-4  DIST-1 ~ DIST-2
the neural auto-regressive text generators nowadays. Despite these neural models are GPI-2 2343 11.50 331 1.57 4.18
good at producing human-like text, it is difficult for them to arrange causalities and GancoBue - PLANCENERATION (Ours) 20 P 3 ee i 2
relations between given facts and possible ensuing events. w/0 TUNING ON ATOMIC 19.82 7.90 1.81 1.16 2.54
PLANRETRIEVAL 0.75 0.14 0.00 13.05 39.52

. . . . GPT-2 15.98 7.19 1.08 5.53 17.44

To bridge this gap, we propose a novel two-stage method which explicitly arranges

. . . Story PLANGENERATION (Ours) 19.51 9.01 1.35 5.83 17.48

the ensuing events in open-ended text generation. Our approach can be understood Completion w/o PROMPT 13.64 6.14 .12 4.71 15.77
as a specially-trained coarse-to-fine algorithm, where an event transition planner w/o TUNING ON ATOMIC 12.74 4.0l 047 6.08 12.27
PLANRETRIEVAL 1.28 0.15 0.00 11.88 37.70

Experiments

RQ1: How to develop a better event transition planner?

provides a ~coarse" plot skeleton and a text generator in the second stage refines the
skeleton.

RQ2: Whether the integration of event transition paths enhances the open-ended
text generation?

* Specifically, in stage one, an event transition planner (EP) outlines a transition
path of events starting from the ones extracted from the input context.

* In stage two, this path 1s used to ensure a relevant and sound continuation from an

event-path-aware text generator (PG). Tasks Models BLEU-1 BLEU-2 BLEU-4 DIST-1 DIST-2
GPT-2 16.07 6.41 2.13 2.06 7.70
XATTR bride and groom be the Dialogue GPT-2-CS-FT (Guan et al.) 16.43 6.83 2.31 2.16 8.28
Event Transition Path | o | nappiest couple Generation ~ R-EP-PG 16.68 6.71 2.27 2.21 8.44
bride and groom enter :> . EP-PG (Ours) 16.74 6.94 2.39 2.19 8.25
OPFTECT the audience | @5 | XREACT couple feel happy GPT-2 25.03 9.58 2.70 838 3133
cheer ...? = - Story GPT-2-CS-FT (Guanetal)  25.09 9.64 2.72 8.07 30.68
— A Completion ~ R-EP-PG 24.72 9.27 2.63 7.01 26.49
- EP-PG (Ours) 25.47 9.71 2.74 8.99 34.48

- - vThe bride and groom were the
tory Context Stage 2 happiest couple in the world!
When the bride and groom
entered, the audience || The couples were so happy to be
cheered ...? PG married!

RQ3: How do the event transition paths benefit text generation?

Story Context:
Alex was in training to be a police officer.
He was not in the best shape.
Alex failed the physical assessment.
Alex started working out.

Golden Event Path:

XEFFECT he take the test again XEFFECT he pass
Retrieved Event Path:

wants to be best police officer XWANT tells person to stop
Generated Event Path:

XEFFECT Alex able get good shape XEFFECT Alex able
pass physical test
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Our Method

log(BLEU-1)
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# Numbers of input sentences

Input context x: Generative event path Ty
XREACT she feel proud XEFFECT 1t be
hard5

Reference:

He took the test again and passed .
GPT-2:

Alex was able to get a good job.
GPT-2-CS-FT:

Alex made the squad.
R-EP-PG:

Alex was able to become a police officer.
EP-PG:

Alex was able to pass the physical exam.

Annika saw kids
younger than her doing
it , and she felt jealous.
She decided to practice
riding her bike to
school.

!

; | P

| She felt so proud

4= of herself for
doing it , even
though 1t was
hard.

Two event prompts \
GPT-2

Conclusion

Input event path 7~

Annika see younger do it XREACT 1
. _ she feel jealous XREACT She decide
7 practice riding bike

. We design a coarse-to-fine framework:

. a special-trained event transition planner to explicitly arrange the
ensuing events;

. an event-path-aware text generator to exploit the event
transition guidance for language generation.

. We investigate two open-ended text generation tasks, 1.e., story completion and
dialogue generation.

. Explicit arrangement of event transition path facilitates models to generate more
coherent and diverse text in open-ended scenery.

. Our method could be extended to any other language models and open-ended
generation tasks.
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Input context x

Event Transition Planner

The planer should produce high-quality and diverse paths that can generalize well to
the unseen events at test time. For this challenge, we fine-tune a GPT-2 [1] on a large
amount of event paths extracted from commonsense graphs ATOMIC [2], as well as
from the training set of the specific task, aiming to extrapolate to event sequences
that never appeared 1n these sources with the help of general knowledge stored

in the large pre-trained model.

1. We prefix-tune[3] a GPT-2 on a large amount of event paths extracted from

commonsense graphs ATOMIC [z of Planner].

2. Then we prefix-tune on training set of the specific task [z of Planner]. Code - Paper
Event-path-aware Text Generator
The auto-regressive text generator need to work effectively under the supervision of References
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1. Another GPT-2 1s fine-tuned on specific downstream dataset. [Transformer
parameters of Generator]

2. Work effectively under the supervision of the even transition path. [Event query
layer of Generator]



